98  ISSN 1607-4556 (Print), ISSN 2309-6004 (Online) Geo-Technical Mechanics. 2024. Ne 171
UDC622:004.8 DOI: https://doi.org/10.15407/geotm?2024.171.098

APPLICATION OF THE COMBINED METHOD OF RASTER IMAGE RECOGNITION IN

THE COMPUTER VISION SYSTEM OF UNMANNED VEHICLES IN THE MINING INDUSTRY
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Volodymyr Dahl East Ukrainian National University

Abstract. The mining industry is rapidly moving towards the practical implementation of the achievements of the
fourth industrial revolution, Mining 4.0, based on the automation of underground mining processes. And smart mines, as
a trend of the near future, are already taking shape with the development of technologies for the next stage of mining
development - Mining 5.0. The use of autonomous intelligent robots and cobots, self-driving equipment and vehicles in a
single production and information space of a smart mine will improve the safety of production processes and mine per-
sonnel. The challenging environment of a mine puts specific demands on the development and operation of autonomous
robots and monitoring systems in the underground space. Therefore, the problem of eliminating errors in the identifica-
tion of any stationary and moving objects in the mine requires the development of effective methods for recognising the
received images in computer vision systems. Computer vision, as one of the areas of artificial intelligence, allows you to
extract useful information from digital images, videos or visual data. The aim of this paper is to study the methods of
image processing and analysis and to develop a combined method for recognising dark objects on a light background.
The article deals with the problem of integrating innovative technologies into the system of remote monitoring of the
technological environment in a mine with the use of robotic means, in particular, unmanned aerial vehicles. The method
is based on image processing, then the concept of image enhancement based on appropriate algorithms is considered.
Experiments on the recognition and counting of coal particles (ITES Vranov, s.r.o., Slovakia), which are dark objects on
a light background, showed the effectiveness of the combined method in changing observation conditions (image size,
illumination, object size), adaptability to the use of various technical means of image registration, and flexibility in setting
detection parameters. For an image with a size of 600 pixels, which is sufficient to ensure correct measurements, the
maximum processing time was 7.3 ms. The size of the error increases with the size of the image, which indicates an
increased variability of time when processing large images. The largest share of the processing time is taken up by com-
ponent filtering (this stage also includes marking the original image), which retains a consistently high percentage of time
as the image size increases. The Hough transform and Yen's binarization also have a significant part. Other stages,
such as resizing, blurring, masking, have a less significant contribution.

Keywords: mine, security, computer vision, image processing.

1. Introduction

Modern technological advances and global trends in the mining industry form the
basis for improving the safety of underground operations [1, 2, 3]. However, statistics
of accidents in underground mining [4, 5, 6, 7] show that the mining industry remains
one of the most dangerous in the industry.

In addition to mining equipment, the main factors that lead to accidents and inci-
dents in a mine include the mistakes or inattention of mining personnel [8, 9, 10].

The introduction of Industry 4.0 - the fourth industrial revolution - into mining
has reduced the level of underground mining hazards by significantly automating the
production process and providing real-time information about its parameters. Industry
4.0, known in the mining industry as Mining 4.0, has made it possible to obtain, pro-
cess and analyze data faster and more efficiently, while ensuring trouble-free produc-
tion. The radical transformation of underground mining operations has changed the
entire technological paradigm of mining [11, 12, 13, 14].

And the emergence of new technologies is already outlining the trend of transition
from Mining 4.0 technologies to artificial intelligence, the Internet of Things,
metadata, autonomous intelligent robots, and the use of collaborative robots
(Mining 5.0) [15, 16, 17]. Cobots will be the next generation of industrial robots (au-
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tonomous and independent of humans) with increased sensitivity to human activity
and readiness to interact with people [18]. In conditions where real-time analysis of
the external environment is required to solve the tasks of controlling robotic ma-
chines, computer vision systems are one of the main means of controlling the move-
ment of the machine. And even the presence of modern computer vision systems in
autonomous mining machines does not yet allow us to avoid restrictions on their use
in the underground space. This is due to the influence of a wide range of risk factors
in mine operations: a limited confined space with significant relief differences; gas
and dust pollution, high temperature and humidity in the mine atmosphere; insuffi-
cient or no lighting; technical problems with the organization of communication
channels and the transfer of large amounts of data.

And at the same time, in these conditions of the mining environment, a wide
range of various sensors and devices based on them, which are capable of identifying
obstacles and moving objects, including people, are available for use on mobile plat-
forms.

Computer vision (Computer Vision, CV) is the basis of practically implemented
systems for navigation, obstacle recognition, mapping [19]; monitoring of moving
objects [20]; search and rescue missions [21], and others (fig. 1).

a)
(a) — mapping of underground mines [19]; (b) — pedestrian identification [20];
(c) — rescue of the injured [21]

Figure 1 — Implementation of computer vision for practical use in a mine environment

Unmanned aerial vehicles (UAVs) or drones can be considered to be quite effi-
cient, maneuverable, technologically advanced and the most promising robotic device
for use in mine workings (fig. 2).

Figure 2 — UAV in a mine [22]
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The drone's functionality allows for maneuverable unmanned flights, controlling
the drone using an intuitive interface.

UAVs can move autonomously in an uncontrolled environment and follow a pre-
defined route in a controlled space, or be controlled remotely by an operator.

In the specific conditions of a mine, UAVs provide a real-time way to calculate
distances to surrounding objects and create a map of the surrounding space, obtain
visual information about the working environment, perform inspection flights to
monitor the condition of mine workings and analysis the composition of the mine at-
mosphere, search for personnel in emergency situations, etc.

Thus, the use of this class of unmanned vehicles for surveying confined spaces
and hazardous areas underground can not only reduce the risk to personnel, but also
improve the level of safety of mining operations in general.

Computer vision systems play a key role in improving the efficiency and accura-
cy of unmanned vehicles, especially in difficult underground conditions. Therefore,
research, development of new and optimization of existing approaches to building
computer vision systems is an urgent scientific and technical task.

The aim of this paper is to study the methods of image processing and analysis
and to develop a combined method for recognizing dark objects on a light back-
ground.

2. Methods

Identification and measurement of rock fragments that can be formed as a result
of technological mining or blasting operations, as well as due to emergencies in the
mine is an actual task for optimal control of the production process and remote moni-
toring of the technological environment in the mine, including rescue operations.

A computer vision method based on a series of segmentation, filtering and mor-
phological operations is proposed, specially designed to determine the size of rock
fragments from digital images obtained by an unmanned research vehicle.

To process the experimental data, a combined method of image processing and
analysis 1s proposed. The task of the developed method is to count coal particles
(ITES Vranov, s.r.0., Slovakia), which are dark objects on a light background.

3. Theoretical and experimental part

The input data is an image of a coal sample in a round vessel. The image is color,
the dimension is arbitrary, the dimensions of the object under study are arbitrary. The
output is a number indicating the quantity of detected objects and an image with la-
belling of all detected objects. The method should be resistant to changes in observa-
tion conditions (image size, illumination, object size), adaptive to the use of various
technical means of image registration, flexible in setting detection parameters. The
proposed method consists of 9 stages as shown in the block diagram (fig. 3):

- resize the image;

- converting to a greyscale representation;

- Gaussian filtering;

- identification of the region of interest (ROI);
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- applying image masking;

- binarization;

- analysis of related components;

- component filtering;

- marking the area of interest and detected objects.

Convert to

grayscale ) Resize ‘T Input image
Image. RGB

/ Image. grayscale

2 Image. RGB
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Gaussian
filtering
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/ (filtered)
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Figure 3 — A combined method of image processing and analysis

The first stage of processing the input image is to resize it to the maximum value
set. It i1s expected that the input image will have a higher dimensionality, and at this
stage the image will be reduced. This stage will allow unifying the dimensions of the
input 1mages, which should lead to improved consistency and stability of the detec-
tion algorithm. In addition, the reduction of data dimensionality leads to improved
method performance and the prevention of unnecessary computational losses.

To perform the following processing steps, the image is converted from the RGB
color space to grayscale. The intensity level for a pixel is formed by averaging the
color components of the input image.

The next step is to identify the region of interest. In accordance with the shape of
the object of study, which contains the sample under investigation, the region of in-
terest will be a circle with a radius slightly smaller than the radius of the object im-
age. This is necessary to ensure that the edge of the object is not covered by the re-
gion of interest. Therefore, the algorithm for determining the region of interest will
include detecting a circle in the image, determining the coordinates of its center and
radius, and reducing the last by a certain empirically determined value.
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To detect circle-shaped contours, the Hough Transform (HT) method was applied
[23]. The Hough Transform is used to detect circles in images by transforming the
coordinates of contour points into a parametric space. If a circle is defined by the
equation:

(x—a)* +(y-b)* =77,

where (a, b) are the coordinates of the center of the circle, and r is its radius, then
each point of the contour (x;, y;) in the image corresponds to the surface of a cone
in the space of parameter values (a, b, r). The intersection of these cones indicates

the parameters of the desired circle.

The result of circle detection using the Hough transform method is shown in
Fig. 4.

Figure 4 — Circle detection using the Hough transform method

The original HT algorithm for circles involves storing votes in three-dimensional
space (a, b, r), which requires significant computing resources and memory. To op-

timize the process, the direction of the gradient at each contour point is used to re-
duce the number of required votes and increase accuracy. A modification of the
Hough 2-1 (21HT) transformation method is used to reduce computational costs and
save memory. During the search for the center of the circle, a set of votes is built for
each point in two-dimensional space (a, b), assuming that the center of the circle

should lie on the normal to each contour point. The votes are accumulated in a two-
dimensional matrix, and the peak values determine the possible centers of the circles.
For each center found, the distances to the points of the contour are calculated,
which allow constructing a histogram of radii, the maximum of which is considered
to be the radius of the circle.

This modification of the Hough transform was used because of a significant re-
duction in the amount of memory required, since instead of a full-fledged three-
dimensional accumulator, a two-dimensional accumulator for the center and a one-
dimensional histogram for the radius are used. The method also reduces computa-
tional costs, since the second stage is performed only for the found candidates for the
centers.

To improve the stability of the algorithm for detecting the region of interest, the
image is processed using a Gaussian filter [24]. Smoothing the image with Gaussian
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Blur helps to emphasize the general contours of objects, reduce noise and make the
image more uniform (Fig. 5).

Figure 5 — Images before (a) and after (b) application of the Gaussian filter

By using a Gaussian function as a basis, the algorithm provides a natural distri-
bution of weights, which reduces sharp transitions between neigh bouring pixels.
The size of the convolution kernel and the standard deviation value determine the
degree of blurring: the larger they are, the more image details are smoothed out. The
coefficients for constructing the convolution kernel are calculate dusting the normal

(Gaussian) distribute on formula:

x2 +y2

e 20'2

G(x)= 5 ,

- 2o

where o — standard deviation of the normal distribution, which determines the de-
gree of blurring, x and y — horizontal and vertical offset from the center of the kernel.
Once a circular region of interest is found, the image is cropped and converted to
grayscale according to the square circumscribed around the found circle. This allows
to reduce the image dimension to the dimension of the region of interest in order to
save computing resources and memory space. To remove uninformative data, which
are objects outside the detected circle that are part of the square area of interest, the
image is masked. The mask is a square matrix whose dimension corresponds to the
dimension of the region of interest. The matrix elements belonging to the detected
circle are marked with one, all other elements are marked with zero. After applying
the masking procedure, uninformative pixels will be filled with zero values (Fig. 6).

Fig.6 — Image after applying the masking operation
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The next step in image processing is binarization. The binary form allows you to
significantly reduce the amount of data to be stored and processed. Threshold binari-
zation is one of the simplest image processing algorithms when all pixels of an im-
age whose attribute exceeds a predetermined threshold value are encoded with bit 1
(white), and the rest are encoded with bit 0 (black) [25].

Thus, the threshold binarization method requires setting an intensity threshold
value that divides pixels into two classes. The choice of this value can be complicat-
ed by a number of factors:

- non-stationary and correlated noise, which can lead to false segmentation;

- scene lighting, which can change the brightness of objects and background, low
contrast between the object and the background, which makes it difficult to separate
them.

In the context of the task, the most effective (among the listed methods) was the
Yen binarization method [26]. This method is one of the entropy threshold binariza-
tion methods based on the concept of entropy correlation.

Entropic correlation to be maximized to find the optimal threshold:

TC(T)=Cy(T)+Cf(T),

where Cj(T') — entropy measure for the background (background), C(T') — entropy

measure for an object (foreground).

Cy(T)=~log Z;{%T :

C/(T)=~log ZZ:,” 1{%}2 ,

where p(g) — the probability of meeting the grey level g, P(7)— cumulative proba-

bility up to the threshold 7.

This method was chosen because of its resistance to lighting changes and opera-
tion in uneven scene lighting conditions, high efficiency for binarizing low-contrast
images, and the ability to work automatically without the need for manual parameter
adjustment. An image of the sample under study at the binarization stage is shown in
Fig. 7.

Figure 7 — Image binarization using the Yen method
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After obtaining a binary representation of the area of interest, it is possible to de-
tect and count the required objects. To do this, the input binary image is converted
into a symbolic image, where all pixels belonging to the same connected region re-
ceive a unique label.

To mark the connected components, the method [27] is used, which is a combi-
nation of a block approach, state prediction, and code compression to improve the
performance of the algorithm.

The next step is to filter the linked components by area by setting boundary lim-
its for the objects to be taken into account in the calculation. The resulting objects
can be of various sizes, including those that are too small (noise) or too large
(merged background areas). Filtering by area allows you to remove irrelevant objects
from further analysis, leaving only those that meet the a priori criteria. This helps to
reduce the number of false detections and increase the accuracy of the count. The
obtained value of the number of detected objects is the result of the developed meth-
od of analyzing experimental images and will be used for segmentation, filtering and
morphological operations when determining the size of rock fragments from digital
images.

Additionally, in order to visualize the results of image processing and analysis,
the detected area of interest (using a blue circle) and the found objects are marked
(objects that meet the filtering criterion are marked in green, those that do not are
marked in red). An inscription indicating the number of components found is also
included. An example of a marking image is shown in Fig. 8.

Figure 8 — The result of the experimental image analysis: input (a) and labelled image (b)

The proposed method was implemented in software written in Python. The soft-
ware libraries used were freely available: Open CV - for all types of image pro-
cessing and analysis, Scikit-Image for the implementation of the Yen binarization
method.

To evaluate the performance of the software implementation of the developed
method, a series of experiments were performed using images of different sizes, and
time intervals were measured during each processing stage. The experimental study
was carried out on a personal computer with an AMD Ryzen 5 3500 CPU. The ob-
tained values were averaged, the impact of each processing stage on the total execu-
tion time was analyzed, and the results were visualized. A graph of the dependence
of the average execution time on the size of the image with the standard deviation
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was constructed (Fig. 9) and a histogram of the distribution of the share of each pro-
cessing stage depending on the image size (Fig. 10). These results allow us to better
understand the “bottlenecks” in the algorithm and can be used to further optimize it.
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Figure 9 — Dependence of processing time on image size
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It is important to mention that there is a clear increasing dependence: as the im-
age size increases, the total processing time increases exponentially. The size of the
error increases with the size of the image, which indicates an increased variability of
time when processing large images. The largest share of the processing time is taken
up by component filtering and marking the original image, which retains a consist-
ently high percentage of time as the image size increases. The Hough transform and
Yen's binarization also have a significant part. Other stages, such as resizing, blur-
ring, masking, have a less significant contribution.

Thus, the developed method shows good performance results: for an image with
a size of 600 pixels, which is sufficient to ensure correct measurements, the maxi-
mum processing time was 7.3 ms. Therefore, this method can be used in the embed-
ded software of a microprocessor system, in particular, located on board UAV.

In the future, the proposed combined method can be adapted for use in computer
vision systems of mobile platforms to recognize and monitor moving objects, includ-
ing mine personnel.

Processing of information from thermal imaging cameras and distance sensors
will allow to implement a collision avoidance system in the unmanned vehicle. To
detect people who are at a dangerous distance from the device, it is possible to seg-
ment the ROI based on temperature features from the camera images and identify
them as a background object or a person using a classifier [28, 29]. The distance sen-
sor will provide information about a person's location in a three-dimensional coordi-
nate system.

4.Conclusions

The global mining industry is already in a transition period from the era of Indus-
try 4.0 to the shape of Industry 5.0. The use of robotic tools in the technological pro-
cess and monitoring of the mine space contributes to the organization of smart pro-
duction, which improves the safety of mining personnel.

Navigation, obstacle detection, and mapping systems for autonomous unmanned
vehicles are based on computer vision technology. Computer vision is based on algo-
rithms for recognizing and processing digital images obtained from various types of
sensors and devices of such a vehicle.

The study demonstrates the effectiveness of the developed combined method for
recognizing dark objects on a light background, the key features of which are auto-
matic detection of the region of interest, adaptive image binarization, detection and
analysis of connected components. The developed method is proposed as one of the
components of computer vision algorithms for unmanned aerial vehicles.

The proposed method was implemented in software. To evaluate the performance
of the method, experiments were conducted using images of different sizes. For an
image of 600 pixels, the maximum processing time was only 7.3 ms. The method
proved to be suitable for use in the embedded software of microprocessor-based sys-
tems, in particular on board UAVs.

To test the method, experiments were conducted on the recognition and detection
of coal particles (ITES Vranov, s.r.o., Slovakia), which are dark objects on a light



108 ISSN 1607-4556 (Print), ISSN 2309-6004 (Online) Geo-Technical Mechanics. 2024. Ne 171

background. The results showed the effectiveness of the combined method when
changing the observation conditions (image size, illumination, object size), adaptabil-
ity to the use of various technical means of image registration, flexibility in setting
the detection parameters.

These results are important in the context of Industry 4.0 as an innovative system
for the digital transformation of the mining industry. This approach is in line with the
mining industry's drive to improve the safety of production processes and mine per-
sonnel.

For future research, we aim to improve and adapt the combined method to recog-
nize and monitor moving objects in a complex mine environment, including people.
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3ACTOCYBAHHA KOMBIHOBAHOIO METOLY PO3NI3HABAHHA PACTPOBUX 30EPAXEHDb B
CUCTEMI KOMITKOTEPHOIO 30PY BE3MINOTHUX AMAPATIB B MNPHUYOOOBYBHINA
MPOMUCIIOBOCTI

Kpoxmarb B., Kpoxmanbs A., Tapacos B., PyoHes €.

AHorTauis. lNpHryogobyBHa NPOMUCHOBICTL LWBMAKO NPOCYBAETLCS Y HANPAMKY NPaKTUYHOI peanialii 40CArHeHb
yeTBepTOi Npomucnosoi pesontoviii Mining 4.0 Ha ocHoBI aBTOMaTH3aLii BUPOOHMUMX NPOLIECIB Mig3eMHOro BMaobyTKy. |
BXE PO3YMHI LIaxXTu, SK TpeHa HeJanekoro ManbyTHbOro, HabyBatoTb YiTkX 0BPUCIB 3 pO3POBKOKD TEXHOMOTI HACTYMHO-
ro eTany po3sBuTKY ripHuyoi ranysi - Mining 5.0. BukopuctaHHs aBTOHOMHWX iHTenekTyanbHUX poboTie Ta koboTiB, camo-
kepoBaHOro obragHaHHs Ta TPaHCMOPTHUX 3acobiB B €AMHOMY BUPOGHUYO-iHGOPMALIHOMY NPOCTOPI PO3YMHOI LLAXTK
[03BONUTL MoKpawuTy Besneky BUMPOOHMYMX MPOLECiB Ta nepcoHany Lwaxtu. CknagHi ymoBW CepefoBuLLa LaxTu
npeq’siBNATbL CNeLmMiYHi YMOBM 40 PO3pobKM Ta ekcnnyaTtaLii aBTOHOMHWUX poBOTIB Ta CUCTEM MOHITOPIHTY Y nig3em-
HoMy npocTopi. ToMmy npobnema BUKIIOYEHHS MOMUNOK iaeHTUiKaLii Oyab-AKuX CTaLiOHapHUX Ta pyxoMux 0B'ekTiB B
waxti notpebye po3pobkn eekTMBHUX METOAIB PO3Ni3HaBaHHS OTPUMaHMX 300paxeHb B cCUCTEMAX KOMM'KOTEPHOro
30py. Komn'toTepHni 3ip sk ogHa 3 0bnacTen LUTYYHOrO iHTENEKTY, Aae 3MOry OTPUMYBATU KOPUCHY iHhopmaLto 3 Lnd-
poBuX 306paxeHb, Bigeo abo BisyanbHUX AaHux. MeTol AaHoi poboTu € gocnimkeHHs cnocobis 06pobku Ta aHanisy
306paxeHb i po3pobka KOMBIHOBAHOBAHOMO METOAY PO3Ni3HOBAHHS TEMHMX 00'€KTIB Ha CBITIOMY (hOHI. Y CTaTTi posrns-
AaeTbea npobrema iHTerpavji iHHOBaLiHUX TEXHOMONIN B CUCTEMY AMCTAHLINHOTO MOHITOPUHIY CTaHy TEXHOMOrYHOTO
cepefoBMLLa B LIAXTi MpK 3acTOCyBaHHI poboTM30BaHKX 3acobiB, 3okpema Ge3ninoTHWUX niTanbHWX anapatis. Metog
Basyetbca Ha 06pobui 306paxeHb, NOTIM PO3rNALAETLCSA KOHLENLiS NOKpaLLeHHs 306pakeHHs Ha OCHOBI BiANOBIAHMX
anroputmie. EkcrnepuMeHTu 3 poanisHaBaHHs Ta nigpaxyHky YactuHok Byrinns (ITES Vranov, s.r.o., Slovakia), wo sens-
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t0Tb 06010 TEeMHiI 06’eKTW Ha CBITNOMY (OHI, NoKa3anu eeKTUBHICTb 3aCTOCYBaHHS KOMBIHOBAHOMO METOAY NPX 3MiHi
YMOB CMOCTEPEXEHHS (PO3MipiB 306paeHHs, OCBITNIEHOCTI, PO3MIpiB 06’eKTY), aganTUBHICTb 4O BUKOPUCTAHHS Pi3HMX
TEXHIYHUX 3acobiB peecTpalLlii 306paxeHHs!, THYUKICTb Y HanawTyBaHHi napameTpiB BUSBNEHHS. [ns 306paxeHHs po3mi-
pom 600 nikcenie MakcumanbHuUit Yac 0bpobku cknae nuwe 7.3 mc. lNokasaHa YiTka 3pocTatoya 3anexHicTb: 3i 36inb-
LUEHHAM PO3MIpy 300paKeHHS! eKCMOHEHLianbHO 3pocTae 3aranbHuin yac 06pobku. Poamip noxnbku 36inbliyeTbes 3
PO3MiIpOM 306paxeHHS, LLO CBIAYUTL NPO MiABMLLEHY BapiaTUBHICTb Yacy npu 06pobui Benukux 306paxeHb. HanbinbLuy
4acTKy Yy Yaci 06pobku 3aitMae inbTpaLliss KOMMNOHEHTIB (Y JaHWA eTan Takox BXOAUTb MapKyBaHHS BUXigHOro 306pa-
XEHHs1), sika 36epirae cTabinbHO BUCOKWIA BIiLCOTOK Yacy npu 36iNbLIEHHI po3Mipy 30BpaxeHHs. 3HauHy YacTKy 3aima-
10Tb TaKOX NepeTBopeHHs Xaca Ta GiHapusauis VeHa. IHwi eTann, Sk 3MiHa poamipy, PO3MUTTS, MacKyBaHHS!, MaoTb
MEHLL BUPaXEHWIN BHECOK.
KnioyoBi cnoga: waxta, 6e3neka, kKoMn'loTepHuiA 3ip, 06pobka 306paxeHs.



